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ABSTRACT. In this paper, we propose a new high-order finite difference method to solve the time-fractional diffusion equation with a source. We first construct a finite difference approximation of the Caputo fractional derivative of order $\alpha$ ($0 < \alpha < 1$), and show that the convergence rate of our approximation is $(4 - \alpha)$. We then investigate the properties of the fractional differentiation matrix for our new approximations, and introduce an implicit finite difference method which employs such approximations for the time discretization of the fractional diffusion equation, coupled with a Fourier-type expansion in space. By taking advantage of the special structure of our fractional differentiation matrix, each of the linear systems resulted from our new high-order approximations for each mode of time-fractional diffusion equation can be solved in order $O(N^2)$. Numerical experiments about the performance of our method in evaluating fractional derivatives, and solving fractional ordinary differential equations and time-fractional diffusion equation are also presented, to demonstrate the efficiency of our method.

1. INTRODUCTION

Fractional partial differential equations (FPDEs) have been introduced extensively to replace the classical partial differential equations model in many applications. Roughly speaking, there are two types of fractional differential equations, namely, space-fractional differential equations and time-fractional differential equations. Some examples that belong to the former type include the random walk with Markovian waiting time and power law step length density, which leads to non-locality in space dimension. Instead, a continuous random walk with non-Markovian processes gives a time-fractional differential equation, which indicates a long memory property of the solution.

Along with the development of the mathematical modeling using FPDEs, there has been increasing need to design numerical methods to solve these equations. Many numerical methods, including finite difference methods [20,15], finite volume methods [12,14], discontinuous Galerkin methods [4,22] and spectral methods [13,23], have been proposed for the discretization of spatial fractional derivatives. As
for the numerical methods of time-fractional diffusion equation, the so-called \(L_1\) method [16] has been widely used for the discretization of time-fractional derivative in the equation due to its simplicity. However, the \(L_1\) method only has convergence order of \((2 - \alpha)\) when used to discretize fractional derivative of order \(\alpha\) \((0 < \alpha < 1)\). For \(\alpha\) being close to 1, \(L_1\) method has only around first order accuracy. In order to obtain higher accuracy in time, the fractional linear multistep methods [24, 25] have been proposed for the time discretization to solve the time-fractional diffusion equation. In [25], the second order convergence rate in time have been shown. Another innovative method was constructed in [2] to extend the classical \(L_1\) method to \(L_2 - 1_\sigma\) method in time, which has convergence order of \((3 - \alpha)\). By smartly choosing the value of a parameter \(\sigma \in (0, 1)\), and approximating the equation at time \(t_{j+\sigma}\), the author of [2] obtained a second order in time method.

In this paper, we consider the same time-fractional diffusion equation with a source as in [16, 24, 25, 2]. The FPDE is simply defined by replacing the classical time derivative in the diffusion equation with fractional derivative of order \(\alpha\) \((0 < \alpha < 1)\). That is,

\[
\partial^\alpha_t u = u_{xx} + f(x, t), \quad x \in [0, 1], \quad t \in [0, T],
\]

where \(\partial^\alpha_t u\) is the fractional derivative in the Caputo’s sense. There has been numerous studies to investigate the time-fractional diffusion equation [1, 6, 7, 8, 9, 10, 11, 17, 18, 19]. Our focus is to develop a higher order discretization method for Caputo fractional derivative, which can be applied to solve (1) without increasing too much computational cost. Our proposed method can be regarded as an extension of \(L_1\) method and \(L_2 - 1_\sigma\) method. The way to discretize the Caputo fractional derivative of \(u\) is to use cubic interpolation which requires the value of \(u\) at four different discrete time. Because of this, we no longer have lower-triangular fractional differentiation matrix as in [16] and [2]. However, we can show that if we apply spatial Fourier transform to (1) and then use our proposed fractional differentiation matrix, we end up with linear systems which can be easily transferred to lower-Hessenberg linear system. Each of such linear system can be solved in \(O(N^2)\) flops.

The remaining of the paper is as follows: in Section 2, we introduce the basic properties of fractional calculus and the classical \(L_1\) method, describe our proposed numerical methods for Caputo derivative, the properties of fractional differentiation matrix, and how to apply our high order discretization method to solve fractional differential equations as well as time-fractional diffusion equation. Some theoretical results including the convergence order and the special properties about the differentiation matrix are also proved. In Section 3, numerical experiments are presented to verify some of our theoretical findings in Section 2 to demonstrate the performance of our scheme.

2. A HIGH ORDER DISCRETIZATION OF FRACTIONAL DERIVATIVE

2.1. Background. Historically, there are many different ways to define fractional derivative. The most popular definitions among those are probably Riemann-Liouville and Caputo fractional derivatives. The starting point of these two concepts is the so-called Riemann-Liouville fractional integral operator. For \(n - 1 <\
\( \alpha < n \) \((n \text{ is a positive integer})\) and any locally integrable function \( f \), the Riemann-Liouville integral of \( f \) is defined to be

\[
J^\alpha f(x) = \frac{1}{\Gamma(\alpha)} \int_0^x (x-s)^{\alpha-1} f(s)\,ds. \tag{2}
\]

Note that in the definition \( (2) \), the lower limit of the integral is chosen to be 0 for the convenience of the presentation, and it can be any real number in general. It is easy to see that if \( \alpha = n \), the right hand side of the equation above is just equal to the n-fold integral of function \( f \). Therefore, the definition given by \( (2) \) is a generalization of the integer cases. The Riemann-Liouville and Caputo fractional derivative of order \( \alpha \) are simply as \( D^n J^{n-\alpha} \) and \( J^{n-\alpha} D^n \), respectively. Here, \( D^n \) is the standard derivative of integer order \( n \).

In particular, when \( \alpha \in (0, 1) \), the Caputo fractional derivative of \( f \) is defined as follows

\[
C_0^D \alpha f(x) = \frac{1}{\Gamma(1-\alpha)} \int_0^x (x-\eta)^{-\alpha} f'(\eta)\,d\eta. \tag{3}
\]

There are advantages of using either of these two fractional derivatives. But in our paper, we choose Caputo fractional derivative because we can use the same initial condition as the standard diffusion equation. Alternatively, if we choose Riemann-Liouville fractional derivative in time, we have to use different initial condition involving fractional derivatives, which is unnatural for many real applications. For the rest of the paper, we only consider the Caputo fractional derivative, and thus we ignore the notation \( C \) in the definition \( (3) \).

One of the simplest methods to discretize \( 0D^\alpha_t f \) \((0 < \alpha < 1)\) is \( L_1 \) method \[16\]. Let \( t_s = s\tau \) \((s = 0, 1, \ldots)\) be the time step with constant step size \( \tau \). The \( L_1 \) method is given by approximating \( f' \) with finite difference within each subinterval \([t_s, t_{s+1}]\). That is,

\[
0D^\alpha_{t_{n+1}} f = \frac{1}{\Gamma(1-\alpha)} \sum_{i=0}^n \frac{f(t_{i+1}) - f(t_i)}{\tau} \int_{t_i}^{t_{i+1}} (t_{n+1} - s)^{-\alpha} ds
\]

\[
= \sum_{i=0}^n b_i (f(t_{i+1}) - f(t_i)), \tag{4}
\]

where \( b_i = \tau^{-\alpha} \left[ (n+1-i)^1 - (n-i)^1 \right] / \Gamma(2-\alpha) \). It is easy to see that the fractional differentiation matrix corresponding to such approximation is lower-triangular, if we ignore the first column which contains the coefficients from initial data of \( f \). Therefore, it is convenient to apply \( L_1 \) method to solve FPDEs. However, the error of the approximation above is only \( O(\tau^{2-\alpha}) \), which approaches \( O(\tau) \) as \( \alpha \to 1^- \). The well-known Grünwald-Letnikov (GL) approximation of \( 0D^\alpha_{t_{n+1}} f \) is given by

\[
0D^\alpha_{t_{n+1}} f \approx \frac{1}{h^\alpha} \left( f(t_{n+1}) - \sum_{i=1}^{n+1} C^\alpha_i f(t_{n+1-i}) \right), \tag{5}
\]

The equation is solved using \( L_1 \) method.
where \( C_\alpha = (-1)^{i-1} \frac{\Gamma(n+1)}{\Gamma(i+1)} \frac{\Gamma(n-i+1)}{\Gamma(i-\alpha+1)} \). It is proved in [21] that the GL approximation leads to an error of \( O(\tau) \). For the rest of Section 2 we will introduce our higher order method based on \( L1 \) and \( L2 - 1_\sigma \) methods.

2.2. Third Order Approximation for Caputo Fractional Derivatives. We now define our discretization of \( 0D_T^\alpha u \), for \( 0 < \alpha < 1, T > 0 \) and sufficiently smooth function \( u = u(t) \). We first partition \([0, T]\) into equidistant grid: \( 0 = t_0 < t_1 < \cdots < t_N = T \), with \( t_s = s\tau \) for \( s = 0, 1, \ldots, N \) and \( \tau = T/N \). We then approximate \( 0D_T^\alpha u \) by rewriting it as

\[
0D_T^\alpha u = \frac{1}{\Gamma(1-\alpha)} \int_{t_0}^{t_1} (t_N - \eta)^{-\alpha} u'(\eta) d\eta + \frac{1}{\Gamma(1-\alpha)} \sum_{s=2}^{N-1} \int_{t_{s-1}}^{t_s} (t_N - \eta)^{-\alpha} u'(\eta) d\eta + \frac{1}{\Gamma(1-\alpha)} \int_{t_{N-1}}^{t_N} (t_N - \eta)^{-\alpha} u'(\eta) d\eta. \tag{6}
\]

For \( s \geq 2 \), we use \( \Pi_{3,s} u \) to denote the cubic interpolation at grid points \( t_{s-2}, t_{s-1}, t_s \) and \( t_{s+1} \). We define our discretization as

\[
\delta_N^\alpha u = \frac{1}{\Gamma(1-\alpha)} \int_{t_0}^{t_1} (t_N - \eta)^{-\alpha} (\Pi_{3,2} u(\eta))' d\eta + \frac{1}{\Gamma(1-\alpha)} \sum_{s=2}^{N-1} \int_{t_{s-1}}^{t_s} (t_N - \eta)^{-\alpha} (\Pi_{3,s} u(\eta))' d\eta + \frac{1}{\Gamma(1-\alpha)} \int_{t_{N-1}}^{t_N} (t_N - \eta)^{-\alpha} (\Pi_{3,N-1} u(\eta))' d\eta. \tag{7}
\]

It is easy to show that the interpolation polynomial \( \Pi_{3,s} u \) is given as

\[
\Pi_{3,s} u(t) = -u(t_{s-2}) \frac{(t - t_{s-1})(t - t_s)(t - t_{s+1})}{6\tau^3} + u(t_{s-1}) \frac{(t - t_{s-2})(t - t_s)(t - t_{s+1})}{2\tau^3} + u(t_s) \frac{(t - t_{s-2})(t - t_{s-1})(t - t_{s+1})}{2\tau^3} + u(t_{s+1}) \frac{(t - t_{s-2})(t - t_{s-1})(t - t_s)}{6\tau^3}.
\]

Therefore, we have

\[
(\Pi_{3,s} u(t))' = -u(t_{s-2}) \frac{3t^2 - 6t_s t + 3t_s^2 - \tau^2}{6\tau^3} + u(t_{s-1}) \frac{3t^2 - 2(3t_s - \tau)t + 3t_s^2 - 2t_s\tau - 2\tau^2}{2\tau^3} - u(t_s) \frac{3t^2 - 2(3t_s - 2\tau)t + 3t_s^2 - 4t_s\tau - \tau^2}{2\tau^3} + u(t_{s+1}) \frac{3t^2 - 2(3t_s - 3\tau)t + 3t_s^2 - 6t_s\tau + 2\tau^2}{6\tau^3},
\]

which is a quadratic polynomial. We can further collect all of the coefficients of the resulting polynomial, and obtain \( (\Pi_{3,s} u(t))' = \rho_{2,s} t^2 + \rho_{1,s} t + \rho_{0,s} \), where

\[
\rho_{2,s} = \frac{1}{2\tau^3} (-u_{s-2} + 3u_{s-1} - 3u_s + u_{s+1}), \tag{8}
\]

\[
\rho_{1,s} = -\frac{t_s}{\tau^3} (-u_{s-2} + 3u_{s-1} - 3u_s + u_{s+1}) \tag{9}
\]

\[
+ \frac{1}{\tau^2}(u_{s-1} - 2u_s + u_{s+1}),
\]

and
and
\[
\rho_{0,s} = \frac{t_s^2}{2\tau^3}(-u_{s-2} + 3u_{s-1} - 3u_s + u_{s+1}) - \frac{t_s}{\tau^2}(u_{s-1} - 2u_s + u_{s+1}) + \frac{1}{6\tau}(u_{s-2} - 6u_{s-1} + 3u_s + 2u_{s+1}).
\]
(10)

Note that each coefficient of \((\Pi_{3,s}u(t))'\) in [8]-[10] is a linear combinations of finite difference approximations. To be more specific, \(\frac{1}{2\tau^3}(-u_{s-2} + 3u_{s-1} - 3u_s + u_{s+1})\) is a first order approximation of \(u''(t_s)\), \(\frac{1}{\tau^2}(u_{s-1} - 2u_s + u_{s+1})\) is a second order approximation of \(u''(t_s)\) and \(\frac{1}{6\tau}(u_{s-2} - 6u_{s-1} + 3u_s + 2u_{s+1})\) is a third order approximation of \(u'(t_s)\).

Now we can calculate \(\int_{t_{s-1}}^{t_s} (t_N - \eta)^{-\alpha}(\Pi_{3,s}u(\eta))' d\eta\) using [8]-[10] and the following equations:
\[
\begin{align*}
\int_{t_{s-1}}^{t_s} (t_N - \eta)^{-\alpha} d\eta &= \frac{\tau^{1-\alpha}}{1-\alpha} ((N-s+1)^{1-\alpha} - (N-s)^{1-\alpha}), \\
\int_{t_{s-1}}^{t_s} (t_N - \eta)^{-\alpha} \eta d\eta &= -\frac{\tau^{2-\alpha}}{2-\alpha} ((N-s+1)^{2-\alpha} - (N-s)^{2-\alpha}) \\
&\quad + t_N \int_{t_{s-1}}^{t_s} (t_N - \eta)^{-\alpha} d\eta, \\
\int_{t_{s-1}}^{t_s} (t_N - \eta)^{-\alpha} \eta^2 d\eta &= \frac{\tau^{3-\alpha}}{3-\alpha} ((N-s+1)^{3-\alpha} - (N-s)^{3-\alpha}) \\
&\quad - 2t_N \frac{\tau^{2-\alpha}}{2-\alpha} ((N-s+1)^{2-\alpha} - (N-s)^{2-\alpha}) \\
&\quad + t_N^2 \int_{t_{s-1}}^{t_s} (t_N - \eta)^{-\alpha} d\eta.
\end{align*}
\]
(11)

Let \(a_s := \int_{t_{s-1}}^{t_s} (t_N - \eta)^{-\alpha} d\eta, \ b_s := \int_{t_{s-1}}^{t_s} (t_N - \eta)^{-\alpha} \eta d\eta\) and \(c_s := \int_{t_{s-1}}^{t_s} (t_N - \eta)^{-\alpha} \eta^2 d\eta\). Then, for \(2 \leq s \leq N-1\), we have
\[
\int_{t_{s-1}}^{t_s} (t_N - \eta)^{-\alpha} u'(\eta) d\eta \approx \int_{t_{s-1}}^{t_s} (t_N - \eta)^{-\alpha}(\Pi_{3,s}u(\eta))' d\eta = \sum_{i=0}^{3} d_s^{(i+1)} u_{s-2+i},
\]
(12)

where
\[
\begin{align*}
d_s^{(1)} &= -\frac{c_s}{2\tau^3} + \frac{t_s^3}{\tau^3} b_s + (-\frac{t_s^2}{2\tau^3} + \frac{1}{6\tau}) a_s, \\
d_s^{(2)} &= \frac{3c_s}{2\tau^3} + (-\frac{3t_s}{\tau^3} + \frac{1}{\tau^2}) b_s + (\frac{3t_s^2}{2\tau^3} - \frac{t_s}{\tau^2} - \frac{1}{\tau}) a_s, \\
d_s^{(3)} &= -\frac{3c_s}{2\tau^3} + (\frac{3t_s}{\tau^3} - \frac{2}{\tau^2}) b_s + (-\frac{3t_s^2}{2\tau^3} + \frac{2t_s}{\tau^2} + \frac{1}{2\tau}) a_s, \\
d_s^{(4)} &= \frac{c_s}{2\tau^3} + (-\frac{t_s}{\tau^3} + \frac{1}{\tau^2}) b_s + (\frac{t_s^2}{2\tau^3} - \frac{t_s}{\tau^2} + \frac{1}{3\tau}) a_s.
\end{align*}
\]

Note that when \(s = 1\) or \(N\), we need to use a different interpolation polynomial to make sure that the points used are within the domain (see equation \(\square\)). One can
derive that for general $s = 1, 2, \ldots, N$,

$$d_s^{(1)} = \frac{c_s}{2\tau^3} + \frac{t_*}{\tau^2} b_s + \left(-\frac{t_*^2}{2\tau} + \frac{1}{6\tau}\right) a_s,$$

$$d_s^{(2)} = \frac{3c_s}{2\tau^3} + \left(-\frac{3t_*}{\tau^2} + \frac{1}{2\tau}\right) b_s + \left(-\frac{3t_*^2}{2\tau} + \frac{t_* - \frac{1}{7}}{\tau}\right) a_s,$$

$$d_s^{(3)} = \frac{3c_s}{2\tau^3} + \left(-\frac{3t_*}{\tau^2} - \frac{2}{\tau}\right) b_s + \left(-\frac{3t_*^2}{2\tau} + \frac{2t_* + \frac{1}{2}}{\tau}\right) a_s,$$

$$d_s^{(4)} = \frac{c_s}{2\tau^3} + \left(-\frac{t_*}{\tau^2} + \frac{1}{\tau^2}\right) b_s + \left(t_*^2 - \frac{3}{\tau^2}\right) a_s,$$

where $\star = s$ if $2 \leq s \leq N - 1$; $\star = 2$ if $s = 1$; and $\star = N - 1$ if $s = N$. According to (7) and the equations above, we have the discrete operator defined as

$$\delta_N^\alpha u = \left(\sum_{i=0}^{3} d_{i+1}^{(i+1)} u_i + \sum_{s=2}^{N-1} \sum_{i=0}^{3} d_{s-2+i}^{(i+1)} u_{s-2+i} + \sum_{i=0}^{3} d_{N-3+i}^{(i+1)} u_{N-3+i}\right) / \Gamma(1 - \alpha)$$

$$= \sum_{s=0}^{N} e_s u_s / \Gamma(1 - \alpha),$$

where

$$e_s = \begin{cases} 
\sum_{i=0}^{s} d_{s+2-i}^{(i+1)} + d_1^{(1)}, & \text{for } 0 \leq s \leq 3 \\
\sum_{i=0}^{3} d_{s+2-i}^{(i+1)}, & \text{for } 4 \leq s \leq N - 4 \\
\sum_{i=0}^{N-s} d_{s-1+i}^{(4-i)} + d_{N}^{(N+4-s)}, & \text{for } N - 3 \leq s \leq N,
\end{cases}$$

which concludes the formulation of our discrete Caputo operator $\delta_N^\alpha u$. Next, we show the convergence order of our finite difference approximation.

**Theorem 2.1.** For $\alpha \in (0, 1)$ and $u(t) \in C^4[0, T]$, there is

$$|D_T^\alpha u - \delta_N^\alpha u| = O(\tau^{4-\alpha}).$$

**Proof.** From equation (7), we have

$$D_T^\alpha u - \delta_N^\alpha u = \frac{1}{\Gamma(1 - \alpha)} \int_{t_0}^{t_1} (t_N - \eta)^{-\alpha} (u - \Pi_{3,2} u(\eta))' d\eta$$

$$+ \frac{1}{\Gamma(1 - \alpha)} \sum_{s=2}^{N-1} \int_{t_{s-1}}^{t_s} (t_N - \eta)^{-\alpha} (u - \Pi_{3,s} u(\eta))' d\eta$$

$$+ \frac{1}{\Gamma(1 - \alpha)} \int_{t_{N-1}}^{t_N} (t_N - \eta)^{-\alpha} (u - \Pi_{3,N-1} u(\eta))' d\eta := \Lambda_1 + \Lambda_2 + \Lambda_3.$$

We first estimate $\Lambda_2$ term. Recall that

$$u(\eta) - \Pi_{3,s} u(\eta) = \frac{u'''(\xi_*)}{24} (\eta - t_{s-2})(\eta - t_{s-1})(\eta - t_s)(\eta - t_{s+1}),$$

where $\xi_* \in (t_{s-2}, t_{s-1}, t_s, t_{s+1})$. Consequently, $\Lambda_2$ becomes

$$\left|\frac{1}{\Gamma(1 - \alpha)} \sum_{s=2}^{N-1} \int_{t_{s-1}}^{t_s} (t_N - \eta)^{-\alpha} (u - \Pi_{3,s} u(\eta))' d\eta\right| = \left|\frac{1}{\Gamma(1 - \alpha)} \sum_{s=2}^{N-1} \int_{t_{s-1}}^{t_s} (t_N - \eta)^{-\alpha} u'''(\xi_*) (\eta - t_{s-2})(\eta - t_{s-1})(\eta - t_s)(\eta - t_{s+1}) d\eta\right|.$$
where \( \eta \in [t_{s-2}, t_{s+1}], \xi_s \in (t_{s-2}, t_{s+1}), \) for \( 2 \leq s \leq N - 1. \) Therefore,

\[
|\Lambda_2| = \left| \frac{1}{\Gamma(1-\alpha)} \sum_{s=2}^{N-1} \int_{t_{s-1}}^{t_s} (t_N - \eta)^{-\alpha}(u(\eta) - \Pi_{3,s}u(\eta))' d\eta \right|
\]

\[
= \left| -\frac{\alpha}{\Gamma(1-\alpha)} \sum_{s=2}^{N-1} \int_{t_{s-1}}^{t_s} (t_N - \eta)^{-1-\alpha}(u(\eta) - \Pi_{3,s}u(\eta)) d\eta \right|
\]

\[
= \left| -\frac{\alpha}{24 \Gamma(1-\alpha)} \sum_{s=2}^{N-1} \int_{t_{s-1}}^{t_s} (t_N - \eta)^{-1-\alpha}u'''(\xi_s)(\eta - t_{s-2})(\eta - t_{s-1})
\times (\eta - t_s)(\eta - t_{s+1}) d\eta \right|
\]

\[
\leq \frac{\alpha}{24 \Gamma(1-\alpha)} \max |u'''| \sum_{s=2}^{N-1} \int_{t_{s-1}}^{t_s} (t_N - \eta)^{-1-\alpha}(\eta - t_{s-2})(\eta - t_{s-1})(t_s - \eta)
\times (t_{s+1} - \eta) d\eta
\]

\[
\leq \frac{\alpha^4}{6 \Gamma(1-\alpha)} \max |u'''| \sum_{s=2}^{N-1} \int_{t_{s-1}}^{t_s} (t_N - \eta)^{-1-\alpha} d\eta
\]

\[
= \frac{\alpha^4}{6 \Gamma(1-\alpha)} \left( \frac{1}{\tau^\alpha} - \frac{1}{(N-1)\tau^\alpha} \right) < \frac{\alpha^{4-\alpha}}{6 \Gamma(1-\alpha)}.
\]

(18)

Here we have used integration by parts and the fact that \((u(\eta) - \Pi_{3,s}u(\eta))\) vanishes at \(t_{s-1}\) and \(t_s\) in the second equality above. Since \(u(t) \in C^4[0, T]\), \(\max |u'''|\) is bounded for \(t \in [0, T]\), which leads to the conclusion that \(\Lambda_2 = O(\tau^{4-\alpha})\). Since the integrand in term \(\Lambda_1\) has no singularity in \([t_0, t_1]\), we can follow the previous procedures to show that \(\Lambda_1 = O(\tau^{4-\alpha})\). As for the term \(\Lambda_3\), there is singularity for the integrand at \(\eta = t_N\). Since for \(\eta \in [t_{N-1}, t_N]\), there exists \(\xi \in (t_{N-3}, t_N)\), such that

\[
(t_N - \eta)^{-2\alpha}(u(\eta) - \Pi_{3,N-1}u(\eta)) = -\frac{u'''(\xi)}{24}\big(\eta - t_{N-3}\big)(\eta - t_{N-2})(\eta - t_{N-1})(t_N - \eta)^{-1-\alpha},
\]

\((t_N - \eta)^{-\alpha}(u(\eta) - \Pi_{3,N-1}u(\eta)) = 0 \text{ at } \eta = t_N.\) Thus, we have

\[
|\Lambda_3| = \left| \frac{1}{\Gamma(1-\alpha)} \int_{t_{N-1}}^{t_N} (t_N - \eta)^{-\alpha}(u(\eta) - \Pi_{3,N-1}u(\eta))' d\eta \right|
\]

\[
= \left| -\alpha \frac{1}{\Gamma(1-\alpha)} \int_{t_{N-1}}^{t_N} (t_N - \eta)^{-1-\alpha}(u(\eta) - \Pi_{3,N-1}u(\eta)) d\eta \right|
\]

\[
= \left| \frac{\alpha}{24 \Gamma(1-\alpha)} \int_{t_{N-1}}^{t_N} (t_N - \eta)^{-\alpha}u'''(\xi)(\eta - t_{N-3})(\eta - t_{N-2})(\eta - t_{N-1}) d\eta \right|
\]

\[
\leq \frac{\alpha^3}{4 \Gamma(1-\alpha)} \int_{t_{N-1}}^{t_N} (t_N - \eta)^{-\alpha} d\eta = \frac{\alpha^3 \max |u'''|}{4 \Gamma(2-\alpha)} \tau^{1-\alpha} = O(\tau^{4-\alpha}).
\]

(19)

Therefore, we have shown that each of \(\Lambda_i\) \((i = 1, 2, 3)\) is of order \(O(\tau^{4-\alpha})\), which implies \(|D_t^\alpha u - \delta^- u| = \Lambda_1 + \Lambda_2 + \Lambda_3 = O(\tau^{4-\alpha})\). \(\Box\)

From the theorem above, we know that our proposed approximation is of order \(O(\tau^{4-\alpha})\) for \(\alpha \in (0, 1).\) As \(\alpha \to 1^-\), the convergence order approaches 3.
2.3. Properties of Fractional Differentiation Matrix. From the previous section, we have shown that our approximation lead to high order accuracy when used as a forward operator. But if we would like to apply such finite difference approximation to the numerical solution of fractional differential equations, we have to construct the fractional differential matrix. Suppose we are solving a fractional differential equation involving $gD^a_\tau u$, where $u$ is a sufficiently smooth function in $t$ and $\alpha \in (0, 1)$. We first define $0 = t_0 < t_1 < \cdots < t_N = T$ where $t_i = i\tau$ with $\tau = T/N$. Then for $1 \leq i \leq N$, the $i^{th}$ row of the fractional differentiation matrix $A$ represents the coefficients of $u_0, u_1, \ldots, u_N$ in our discretization of $gD^a_\tau u$, and $A$ is a $N \times (N + 1)$ matrix. For $2 \leq j \leq i \leq N - 1$, let $d_{i,j}^{(1)}, d_{i,j}^{(2)}, d_{i,j}^{(3)}$ and $d_{i,j}^{(4)}$ be the coefficient of $u_{j-2}, u_{j-1}, u_j$ and $u_{j+1}$ in $\int_{t_{j-1}}^{t_j} (t_i - \eta)^{-\alpha} (\Pi_{3,j} u(\eta))' d\eta$, respectively. That is, the first subindex $i$ in $d_{i,j}$ determines the term $(t_i - \eta)^{-\alpha}$ in the integrand, and the second index $j$ indicates the bound of the integral to be $[t_{j-1}, t_j]$. Recall our definition of discretization of Caputo derivative in the previous section, we use $\Pi_{3,j} u(\eta)$, the cubic interpolation of $u$ at $t_{j-2}, t_{j-1}, t_j$ and $t_{j+1}$ to approximate $u$ within the interval $[t_{j-1}, t_j]$, when $2 \leq j \leq N - 1$. Therefore, one can show the following equalities about $d_{i,j}^{(k)}$ for $k = 1, 2, 3, 4$ and $2 \leq j \leq i \leq N - 1$:

\[
\begin{align*}
    d_{i,j}^{(1)} &= -\frac{1}{6\tau^3} \int_{t_{j-1}}^{t_j} (t_i - \eta)^{-\alpha}[(\eta - t_j)(\eta - t_{j+1}) + (\eta - t_{j-1})(\eta - t_{j+1}) \\
    & \quad + (\eta - t_{j-1})(\eta - t_{j})], \\
    d_{i,j}^{(2)} &= \frac{1}{2\tau^3} \int_{t_{j-1}}^{t_j} (t_i - \eta)^{-\alpha}[(\eta - t_j)(\eta - t_{j+1}) + (\eta - t_{j-2})(\eta - t_{j+1}) \\
    & \quad + (\eta - t_{j-2})(\eta - t_{j})], \\
    d_{i,j}^{(3)} &= -\frac{1}{2\tau^3} \int_{t_{j-1}}^{t_j} (t_i - \eta)^{-\alpha}[(\eta - t_{j-1})(\eta - t_{j+1}) + (\eta - t_{j-2})(\eta - t_{j+1}) \\
    & \quad + (\eta - t_{j-1})(\eta - t_{j-2})], \\
    d_{i,j}^{(4)} &= \frac{1}{6\tau^3} \int_{t_{j-1}}^{t_j} (t_i - \eta)^{-\alpha}[(\eta - t_{j-1})(\eta - t_j) + (\eta - t_{j-2})(\eta - t_{j-1}) \\
    & \quad + (\eta - t_{j-2})(\eta - t_{j})].
\end{align*}
\]

In order to prove some main properties of the fractional differentiation matrix $A$, we need the following lemma about $d_{i,j}^{(k)}$.

**Lemma 2.2.** For $k = 1, 2, 3, 4$ and $2 \leq j \leq i \leq N - 2$, there is $d_{i+1,j+1}^{(k)} = d_{i,j}^{(k)}$.

**Proof.** This lemma can be proved by applying change of variable: $\eta' = \eta + \tau$ in the formulation of $d_{i,j}^{(k)}$ in (20). \qed

Now we discuss the properties of the $N$-by-$(N + 1)$ fractional differentiation matrix $A$. For the convenience of the presentation, we use $A(i,j)$ to denote the $(i,j)$ entry of matrix $A$, and represent the submatrix of $A$ from $i^{th}$ row to $j^{th}$ row and $j_1^{th}$ to $j_2^{th}$ column by $A(i_1 : i_2, j_1 : j_2)$. Theorem 2.3 gives an important result about the special structure of a $(N - 3)$-by-$(N - 3)$ submatrix of $A$.

**Theorem 2.3.** $A(3:N-1, 5:N+1)$ is a lower-triangular Toeplitz matrix.
Proof. Let $B = A(3N-1, 5N+1)$, then $B(i, j) = A(i + 2, j + 4)$. To show $B$ is a lower-triangular matrix, we only need to prove $A(i + 2, j + 4) = B(i, j) = 0$ when $1 \leq i < j \leq N - 3$. We first take $j = i + 1 \leq N - 3$, then $B(i, j) = A(i + 2, i + 5)$ is the coefficient of $u_{i+4}$ in the approximation of $\alpha D_{t_{i+2}}^a u$. But by our algorithm in Section 2.2, we only need a linear combination of $u_0, u_1, \ldots, u_{i+3}$ to approximate $\alpha D_{t_{i+2}}^a u$. Therefore, $A(i + 2, j + 4) = 0$ for $j = i + 1, i + 2, \ldots, N - 3$, and $B$ is a lower-triangular matrix.

Next, we prove that $B$ is also a Toeplitz matrix. We first consider the diagonal elements of $B$. By definition, $B(i, i) = A(i + 2, i + 4) = d_{i+2,i+2}^{(4)}/\Gamma(1 - \alpha)$ for $1 \leq i \leq N - 3$. From Lemma 2.2, $d_{i+2,i+2}^{(4)}/\Gamma(1 - \alpha) = d_{i+1,i+1}^{(k)}/\Gamma(1 - \alpha) = A(i + 1, i + 3) = B(i - 1, i - 1)$. Thus, the diagonal elements of $B$ are constant. We then consider the sub-diagonal elements of $B$. Since

$$B(i + 1, i) = A(i + 3, i + 4) = (d_{i+3,i+3}^{(3)} + d_{i+3,i+4}^{(4)})/\Gamma(1 - \alpha) = (d_{i+4,i+4}^{(3)} + d_{i+4,i+5}^{(4)})/\Gamma(1 - \alpha) = A(i + 4, i + 5) = B(i + 2, i + 1),$$

for $i = 1, 2, \ldots, N - 5$, the sub-diagonal elements are also constant. Similarly, we can show the results for other descending off-diagonal elements in the same manner. \qed

With Theorem 2.3, we can save the computational cost for the construction of fractional differentiation matrix. That is, we only need to compute the last row of this submatrix to obtain all of its the entries, and the total number of entries that require our computation reduces from $O(N^2)$ to $O(N)$. Another important property of the fractional differentiation matrix $A$ is that the entries with largest absolute values are mostly concentrated near the diagonal, and we can gives bounds for most of the lower-triangular elements of $A$.

**Theorem 2.4.** Given $\alpha \in (0, 1)$ and $\tau > 0$, the following estimates are satisfied:

$$|A(s, 1)| \leq \frac{C_1\tau^{-\alpha}}{\Gamma(2 - \alpha)^s}[s^{1-\alpha} - (s - 2)^{1-\alpha}], \quad \text{for } s \geq 2$$

$$|A(s, 2)| \leq \frac{C_2\tau^{-\alpha}}{\Gamma(2 - \alpha)^s}[s^{1-\alpha} - (s - 2)^{1-\alpha}]$$

$$+ \frac{C_3\tau^{-\alpha}}{\Gamma(2 - \alpha)^s}[(s - 2)^{1-\alpha} - (s - 3)^{1-\alpha}], \quad \text{for } s \geq 3$$

$$|A(s, 3)| \leq \frac{C_4\tau^{-\alpha}}{\Gamma(2 - \alpha)^s}[s^{1-\alpha} - (s - 2)^{1-\alpha}] + \frac{C_5\tau^{-\alpha}}{\Gamma(2 - \alpha)^s}[(s - 2)^{1-\alpha} - (s - 3)^{1-\alpha}]$$

$$+ \frac{C_6\tau^{-\alpha}}{\Gamma(2 - \alpha)^s}[(s - 3)^{1-\alpha} - (s - 4)^{1-\alpha}], \quad \text{for } s \geq 4,$$  \hspace{1cm} (21)
where \( C_i > 0, \ i = 1, 2, \ldots, 6 \) are constants independent of \( s, \alpha \) and \( \tau \). Moreover, for general integer \( 4 \leq j \leq N - 3 \) and \( s \geq j + 1 \), we have

\[
|A(s,j)| \leq \frac{C_T \tau^{-\alpha}}{\Gamma(2 - \alpha)} [(s + 3 - j)^{1-\alpha} - (s + 2 - j)^{1-\alpha}]
\]
\[
+ \frac{C_S \tau^{-\alpha}}{\Gamma(2 - \alpha)} [(s + 2 - j)^{1-\alpha} - (s + 1 - j)^{1-\alpha}]
\]
\[
+ \frac{C_9 \tau^{-\alpha}}{\Gamma(2 - \alpha)} [(s + 1 - j)^{1-\alpha} - (s - j)^{1-\alpha}]
\]
\[
+ \frac{C_{10} \tau^{-\alpha}}{\Gamma(2 - \alpha)} [(s - j)^{1-\alpha} - (s - j - 1)^{1-\alpha}], \quad (22)
\]

where \( C_T, C_S, C_9 \) and \( C_{10} \) are positive constants which only depend on \( j \), and independent of \( s, \alpha \) and \( \tau \).

**Proof.** We only prove inequality (22), and (21) can be shown in a similar manner. Recall that when \( 4 \leq j \leq N - 3 \), \( s \geq j \), \( A(s,j) \) is the coefficient of \( u_{j-1} \) in the approximation of \( D_{\tau}^\alpha u \), and it is easy to show that \( A(s,j) = \left( d_{s,j-2}^{(4)} + d_{s,j-1}^{(3)} + d_{s,j}^{(2)} + d_{s,j+1}^{(1)} \right) / \Gamma(1 - \alpha) \), where \( d_{i,j}^{(k)} \) for \( k = 1, 2, 3, 4 \) are defined in (20). From the last equation of (20), we have

\[
d_{s,j-2}^{(4)} = \frac{1}{6\tau^3} \int_{t_{j-3}}^{t_{j-2}} (t_s - \eta)^{-\alpha} [3\eta^2 - 6(t_{j-2} - \tau)\eta + (3t_{j-2}^2 - 6t_{j-2}\tau + 2\tau^2)]d\eta
\]

\[
= \frac{1}{2\tau^3} \int_{t_{j-3}}^{t_{j-2}} (t_s - \eta)^{-\alpha} \eta^2 d\eta + \frac{3 - j}{\tau^2} \int_{t_{j-3}}^{t_{j-2}} (t_s - \eta)^{-\alpha} \eta d\eta
\]

\[
+ 3(j - 2)^2 - 6(j - 2) + 2 \cdot \frac{6\tau}{\tau - 6} \int_{t_{j-3}}^{t_{j-2}} (t_s - \eta)^{-\alpha} d\eta
\]

\[
\leq \left[ \frac{(j - 2)^2}{2\tau} + \frac{(3 - j)(j - 3)}{\tau} + \frac{3(j - 2)^2 - 6(j - 2) + 2}{6\tau} \right]
\]

\[
\times \int_{t_{j-3}}^{t_{j-2}} (t_s - \eta)^{-\alpha} d\eta
\]

\[
= \frac{1}{\tau} \left( j - \frac{8}{3} \right) \int_{t_{j-3}}^{t_{j-2}} (t_s - \eta)^{-\alpha} d\eta
\]

\[
= \left( j - \frac{8}{3} \right) \frac{\tau^{-\alpha}}{1 - \alpha} [(s + 3 - j)^{1-\alpha} - (s + 2 - j)^{1-\alpha}], \quad (23)
\]

Note that we have used the fact that \( \frac{3 - j}{\tau} < 0 \) when \( j \geq 4 \) in the first inequality above. Also, from the second equality in (23), we have

\[
d_{s,j-2}^{(4)} \geq \left[ \frac{(j - 3)^2}{2\tau} + \frac{(3 - j)(j - 2)}{\tau} + \frac{3(j - 2)^2 - 6(j - 2) + 2}{6\tau} \right]
\]

\[
\times \int_{t_{j-3}}^{t_{j-2}} (t_s - \eta)^{-\alpha} d\eta
\]

\[
= \left( \frac{17}{6} - j \right) \frac{\tau^{-\alpha}}{1 - \alpha} [(s + 3 - j)^{1-\alpha} - (s + 2 - j)^{1-\alpha}], \quad (24)
\]
Combining (23) and (24), we have
\[ |d_{s,j-2}^{(4)}| \leq \left( j - \frac{8}{3} \right) \frac{\tau^{-\alpha}}{1 - \alpha} \left[ (s + 3 - j)^{1-\alpha} - (s + 2 - j)^{1-\alpha} \right], \quad (25) \]
for \( j \geq 4 \). Following the same procedures, we can obtain similar inequalities about \( d_{s,j-1}^{(3)}, d_{s,j}^{(2)}, d_{s,j}^{(1)} \):

\[ |d_{s,j-1}^{(3)}| \leq \left( \frac{3j - 4}{3} \right) \frac{\tau^{-\alpha}}{1 - \alpha} \left[ (s + 2 - j)^{1-\alpha} - (s + 1 - j)^{1-\alpha} \right], \]
\[ |d_{s,j}^{(2)}| \leq \left( \frac{3j - \frac{1}{2}}{3} \right) \frac{\tau^{-\alpha}}{1 - \alpha} \left[ (s + 1 - j)^{1-\alpha} - (s - j)^{1-\alpha} \right], \]
\[ |d_{s,j}^{(1)}| \leq \left( \frac{j + \frac{2}{3}}{3} \right) \frac{\tau^{-\alpha}}{1 - \alpha} \left[ (s - j)^{1-\alpha} - (s - j - 1)^{1-\alpha} \right]. \quad (26) \]

We can conclude the proof by summing up (25) and the inequalities in (26) and let \( C_7 = j - \frac{8}{3}, C_8 = 3j - 4, C_9 = 3j - \frac{1}{2} \) and \( C_{10} = j + \frac{2}{3} \). \( \square \)

Theorem 2.4 gives sharp estimates about lower-triangular part of matrix \( A \). Specifically, all the entries below the \((1,1)\) element in the first column are less than \( \frac{C_1 \tau^{-\alpha}}{\Gamma(2-\alpha)} [s^{1-\alpha} - (s - 2)^{1-\alpha}] \). For fixed \( \tau > 0 \) and \( \alpha \in (0,1) \), that upper bound is monotonically decreasing as \( s \geq 2 \) increases. Since \([s^{1-\alpha} - (s - 2)^{1-\alpha}]\) approaches zero as \( s \) goes to infinity, we can see that \( A(s,1) \) is a very small number for large enough \( s \). This observation indicates that even though the time-fractional derivative has a long memory property, the early behavior of the function becomes less important to the fractional derivative at a large later time. Similar conclusion can be drawn from the other estimates in the theorem above.

### 2.4. A \((4-\alpha)\)-Order in Time Scheme for Time-Fractional Diffusion Equation

In this section, we present our numerical method for time-fractional diffusion equation (1), with initial condition \( u(x,0) = g(x) \) for \( 0 \leq x \leq 1 \), and homogeneous boundary condition, i.e. \( u(0,t) = u(1,t) = 0 \) for \( 0 \leq t \leq T \). Due to the homogeneous boundary condition, we can write our exact solution using Fourier sine series:

\[ u(x,t) = \sum_{k=1}^{\infty} \hat{u}_k(t) \sin(k \pi x). \quad (27) \]

It is important to mention that we can use Fourier series with basis \( e^{2 \pi i k x} \) if periodic boundary conditions are given, and Fourier cosine series with basis \( \cos(k \pi x) \) given homogeneous Neumann boundary conditions. We plug the equation into (1) to obtain

\[ 0 D_t^\alpha \hat{u}_k(t) = -(k \pi)^2 \hat{u}_k(t) + \hat{f}_k(t), \quad (28) \]

for \( k = 1,2,\ldots \). So for each mode \( \hat{u}_k \), we solve the fractional ordinary differential equation (28) using our fractional differentiation matrix constructed in Section 2.3. That is, let \( t_j = j \tau \) for \( j = 0,1,\ldots,N \) with \( \tau = T/N \), and use \( \hat{U}_k, \hat{U}_k \) and \( \hat{F}_k \) to denote the column vectors \( [\hat{u}_k(t_0), \hat{u}_k(t_1), \ldots, \hat{u}_k(t_N)]^T, [\hat{u}_k(t_1), \hat{u}_k(t_2), \ldots, \hat{u}_k(t_N)]^T \) and \( [\hat{f}_k(t_1), \hat{f}_k(t_2), \ldots, \hat{f}_k(t_N)]^T \), respectively. Then we have \( A \hat{U}_k = -(k \pi)^2 \hat{U}_k + \hat{F}_k \) for any positive integer \( k \). Note that \( \hat{u}_k(t_0) \) can be obtained from the sine transform of the initial condition, so we only need to solve \( \hat{U}_k \). Let \( A = [l \mid R] \), where \( l \) is the first column of the matrix \( A \) and \( R \) is an \( N \times N \) matrix starting from
the second column of $A$. Therefore, for any mode $k$, we solve the following linear system

$$(R + (k\pi)^2 I)\hat{U}_k = \hat{F}_k - \hat{u}_k(t_0)I.$$ \hfill (29)

Here $I$ represents an $N$-by-$N$ identity matrix. Since we need to solve (29) for many Fourier modes, it is necessary to find a fast solver for each linear system. Although the matrix $(R + (k\pi)^2 I)$ is neither a lower-triangular nor a lower-Hessenberg matrix, it can be transformed to lower-Hessenberg matrix using simple row operations. Recall when we construct $A$, each row of $A$ represents the coefficients that come from cubic interpolation. It is easy to show that $A(1,j) = A(2,j) = 0$ for $j \geq 5$, and $A(i,j) = 0$ when $3 \leq i \leq N - 2$ and $j \geq i + 3$. Therefore, we know $R(i,j) = 0$ when $j > i + 1$ and $i \geq 2$, and $R(1,j) = 0$ when $j \geq 3$. So we can use the $(2,3)$ entry of matrix $(R + (k\pi)^2 I)$ to eliminate the $(1,3)$ entry to obtain a lower-Hessenberg matrix. We then solve the linear system (29) using Hessenberg LU which requires only $O(N^2)$ flops \[5\]. In practice, we choose a finite number of modes (denoted by $M$) in the Fourier sine series. We will specify the choice of $M$ for each numerical example about the time-fractional diffusion equation.

3. Numerical Experiments

In this section, we provide several numerical examples to demonstrate the performance of our proposed method. We implement all the simulations using MATLAB R2019a.

3.1. Accuracy Test of the Discrete Operator $\delta_N^\alpha$. Let $u(t) = t^{4+\alpha}$, $\alpha \in (0,1)$. The exact Caputo fractional derivative of order $\alpha$ is

$$0D_t^\alpha t^{4+\alpha} = \frac{\Gamma(5+\alpha)}{24}.$$ \hfill (30)

We compute the absolute error between the exact value and numerical approximation using equation (13). Our results are presented in Table 1, from which we can observe the 3.5th and 3.1th convergence orders when $\alpha = 0.5$ and 0.9, respectively. Such observation is consistent with our theoretical results in Theorem 2.1: $(4 - \alpha)th$ order of convergence. For $\alpha = 0.1$, our results indicate the convergence order of around 4, which is a little better than the theoretical convergence order $4 - \alpha$. The computational time is around 0.02 seconds for all the tests in Table 1. We further compare the performance of our proposed method with that of the classical $L_1$ and Grünwald-Letnikov (GL) method in Table 2. We observe that the convergence order of the $L_1$ method is about 1.5 and the GL method is of first order convergence. In addition, our method leads to error with much smaller magnitude. As far as the computational time is concerned, the $L_1$ method takes less than 0.01 seconds, followed by the GL method which takes about 0.01 seconds. Our method takes slightly longer time, i.e., 0.02 seconds.

3.2. Fractional Ordinary Differential Equation. We now use our discrete operator $\delta_N^\alpha$ to solve the following fractional ordinary differential equation:

$$0D_t^\alpha u = \frac{\Gamma(5+\alpha)}{24} t^4, \quad u(0) = 0.$$ \hfill (31)

The exact solution of the initial value problem above is $t^{4+\alpha}$. We compute the numerical solutions up to $T = 1$ and estimate the convergence order (see Table 3). Among the results with three choices of $\alpha$, numerical solutions with $\alpha = 0.1$ have
the smallest errors compared with other two cases, and numerical solutions with 
\( \alpha = 0.9 \) have the largest errors for any fixed \( N \). For \( \alpha = 0.5 \) or \( \alpha = 0.9 \), the convergence order approaches \((4 - \alpha)\) as we refine the mesh. When \( \alpha = 0.1 \), the convergence order is between 3.7 and 3.8, which is a little less than \((4 - \alpha)\), which might be caused by the round-off errors. The overall convergence order of our proposed methods for solving fractional ordinary differential equation is consistent with our theoretical results. The computational time for all the tests in Table 3 is less than 0.1 seconds. In Table 4 we list the numerical results when we solve (31) using our proposed method, the \( L_1 \) and the GL method. We can see the first order convergence for the GL method, the \((2 - \alpha)^{th}\) convergence order for the \( L_1 \) method, and the \((4 - \alpha)^{th}\) order convergence for our method. Since we need to solve a linear system for all of the three methods, it takes longer computational time compared to the numerical tests in the previous section. In particular, the computational time for the \( L_1 \) method and the GL method is about 0.01 seconds, and the computational time for our proposed method is around 0.08 seconds.

\[
\begin{array}{cccc}
\alpha = 0.1 & \alpha = 0.5 & \alpha = 0.9 \\
N & \text{Error} & \text{Order} & \text{Error} & \text{Order} & \text{Error} & \text{Order} \\
10 & 2.6259e-5 & 5.1701e-2 & 2.6380e-3 & 9.1701e-2 & 2.0487e-1 \\
20 & 2.0672e-6 & 3.4702 & 3.5244e-2 & 1.3796 & 1.0569e-1 & 0.9549 \\
40 & 1.5415e-7 & 3.4908 & 1.3131e-2 & 1.4244 & 5.3678e-2 & 0.9774 \\
80 & 1.1211e-8 & 3.4991 & 4.8029e-3 & 1.4510 & 2.7050e-2 & 0.9887 \\
160 & 8.4387e-10 & 3.4987 & 1.7368e-3 & 1.4675 & 1.3578e-2 & 0.9944 \\
\end{array}
\]

Table 3. Error and convergence order of \( D_t^{\alpha}e^{t^{4+\alpha}} \) at \( t = 1 \)

\[
\begin{array}{cccc}
\alpha = 0.1 & \alpha = 0.5 & \alpha = 0.9 \\
N & \text{Error} & \text{Order} & \text{Error} & \text{Order} & \text{Error} & \text{Order} \\
10 & 2.6259e-5 & 5.1701e-2 & 2.6380e-3 & 9.1701e-2 & 2.0487e-1 \\
20 & 2.0672e-6 & 3.4702 & 3.5244e-2 & 1.3796 & 1.0569e-1 & 0.9549 \\
40 & 1.5415e-7 & 3.4908 & 1.3131e-2 & 1.4244 & 5.3678e-2 & 0.9774 \\
80 & 1.1211e-8 & 3.4991 & 4.8029e-3 & 1.4510 & 2.7050e-2 & 0.9887 \\
160 & 8.4387e-10 & 3.4987 & 1.7368e-3 & 1.4675 & 1.3578e-2 & 0.9944 \\
\end{array}
\]

Table 2. Error and convergence order of \( D_t^{\alpha}e^{t^{4+\alpha}} \) at \( t = 1 \) using different methods. (\( \alpha = 0.5 \))
3.3. Time-Fractional Diffusion Equation with a Source. In this section, we test the performance of our scheme by solving the time-fractional diffusion equation with a source.

**Example 1.** We first consider the fractional diffusion equation whose exact solution is

\[ u(x, t) = t^2 \sin(2\pi x). \]  

(32)

In this case, the force term is given by

\[ f(x, t) = \frac{2}{\Gamma(3 - \alpha)} t^{2-\alpha} \sin(2\pi x) + 4\pi^2 t^2 \sin(2\pi x). \]  

(33)

We compute the errors at \( T = 1 \) using time step size \( dt = 0.1 \) and \( M = 63 \) modes, and observe from the top row of Figure 1 that the \( l_\infty \) errors are both equal to \( 5.5511 \times 10^{-16} \) when \( \alpha = 0.1 \) or 0.5, and the error is \( 2.2204 \times 10^{-15} \) when \( \alpha = 0.9 \). Such observation implies that our numerical solution is accurate to within machine epsilon, and that is because we are using (4 - \( \alpha \))\(^{th}\) order method and the truncation error corresponding to this exact solution is equal to zero. Even with only \( M = 7 \) modes, our scheme still can lead to numerical solutions with error being within machine precision. In [16], the authors considered the same numerical example and applied their (2 - \( \alpha \))\(^{th}\) order time discretization method (\( L^1 \) method) and spectral Galerkin/collocation method in space. Our high-order accurate numerical solutions outperform their results for this example. The error of the \( L^1 \) and the GL method can be seen from the mid and bottom row of Figure 1. For both cases, our proposed method leads to more accurate results. The computational time of our method, \( L^1 \) and GL method are 0.09, 0.03 and 0.02 seconds, respectively. The time history of the numerical solutions using our method is given in Figure 2. We can see that the behavior of the numerical solutions is consistent with that of the exact solutions. The computational time of our method at \( t = 1, 2 \) and 3 are about 0.09, 0.16 and 0.22 seconds, respectively.

**Example 2.** We then consider the example with exact solution being

\[ u(x, t) = t^{4+\alpha} \sin(3\pi x). \]  

(34)

In this case, the force term is defined as \( \frac{\Gamma(5+\alpha)}{24} t^4 \sin(3\pi x) + (3\pi)^2 t^{4+\alpha} \sin(3\pi x) \). For all of the simulations results in Table 5, we fix the number of modes to be \( M = 63 \). We can see the convergence order to be around 4 when \( \alpha = 0.1 \) or 0.9, which is even better than our theoretical prediction (4 - \( \alpha \)). When \( \alpha = 0.5 \), the the order approaches 3.6. The errors of three choices of \( \alpha \) are plotted in Figure 3. We can see that as we increase the value of \( \alpha \), the magnitude of the error increases. The
Figure 1. The error of our proposed method, $L_1$ method and the GL method to the problem in example 1 at $T = 1$. The exact solution is $t^2 \sin(2\pi x)$. Here $dt = 0.1$ and $M = 63$ are used. Top row: the error of our proposed method. Mid row: the error of the $L_1$ method. Bottom row: the error of the GL method. Left column: $\alpha = 0.5$. Right column: $\alpha = 0.9$.

computational time for each of the three cases, i.e., $\alpha = 0.1, 0.5$ and 0.9, is about 0.08 seconds.

As a comparison, we also use the $L_1$ method, which has $(2-\alpha)$ convergence order, for the time discretization (see equation (4)). We use spatial Fourier transform in both cases for fair comparison. We compute the $l_\infty$ and $l_2$ errors when $\alpha = 0.5$, and present the results in Table 6. When we use our proposed method and choose a relatively coarse time step $dt = 0.1$, the $l_2$ error is $7.7591 \times 10^{-5}$, which is still more accurate than the $(2-\alpha)^{th}$ order method with 16 times more refined mesh size,
Figure 2. The numerical solution of the problem in example 1 using our proposed method at $T = 1, 2$ and $3$. The exact solution is $t^2 \sin(2\pi x)$. Here $dt = 0.1$ and $M = 63$ are used.

<table>
<thead>
<tr>
<th>$\alpha = 0.1$</th>
<th>$\alpha = 0.5$</th>
<th>$\alpha = 0.9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Error</td>
<td>Order</td>
</tr>
<tr>
<td>10</td>
<td>3.2084e-07</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.9127e-08</td>
<td>4.0692</td>
</tr>
<tr>
<td>40</td>
<td>1.1402e-09</td>
<td>4.0683</td>
</tr>
<tr>
<td>80</td>
<td>6.7697e-11</td>
<td>4.0741</td>
</tr>
<tr>
<td>160</td>
<td>4.2604e-12</td>
<td>3.9900</td>
</tr>
</tbody>
</table>

Table 5. $l_{\infty}$ error and convergence order of numerical solution to time-fractional diffusion equation with exact solution given by (34) at $t = 1$.

Figure 3. The error of our proposed method to time-fractional diffusion equation at $T = 1$. Exact solution: $t^{4+\alpha} \sin(3\pi x)$. Here $N = 20$ and $M = 63$ are used. From left to right: $\alpha = 0.1, 0.5$ and $0.9$.

i.e. the $l_2$ error of $(2 - \alpha)^{th}$ order method is $1.0856 \times 10^{-4}$ when $dt = 6.25 \times 10^{-3}$. This illustrates that it is more efficient to use high-order method for this case. The computational time of our method when $N = 10, 20$ and $40$ is about 0.1 seconds. When $N = 80$ or $160$, the computational time is about 0.2 seconds.

Example 3. For two examples above, we always assume that the exact solution has sine function, one of the basis element in the Fourier sine series. Now let’s consider the case when the exact solution does not has sine function. That is, we
Our method | $L_1$ method
---|---
$N$ | $l_\infty$ error | $l_2$ error | Order | $l_\infty$ error | $l_2$ error | Order
10 | 1.3716e-05 | 7.7591e-05 | | 1.0132e-03 | 5.7312e-03 | 
20 | 1.1982e-06 | 3.5169 | 6.7779e-06 | 3.5170 | | 
40 | 1.0181e-07 | 3.5569 | 5.7595e-07 | 3.5568 | | 
80 | 8.4417e-08 | 3.5922 | 4.7753e-08 | 3.5923 | | 
160 | 6.8220e-09 | 3.6293 | 3.8591e-09 | 3.6293 | | 

Table 6. $l_\infty$ errors and convergence order of numerical solution to time-fractional diffusion equation with exact solution given by (34) at $t = 1$. Our method vs the $L_1$ method ($(2-\alpha)^{th}$ order in time).

(\alpha = 0.5)

assume the exact solution is given by

$$u(x, t) = t^{4+\alpha}x(1-x).$$

(35)

The corresponding force term is given by $f(x, t) = \frac{\Gamma(5+\alpha)}{24}t^4x(1-x) + 2t^{4+\alpha}$. When we run the simulations for $\alpha = 0.5$, we can observe that the number of modes is very crucial for this example. For fixed $N = 10$, when we use $M = 63$, the $l_\infty$ error is equal to $4.3047 \times 10^{-5}$ and the $l_2$ error is $2.6864 \times 10^{-4}$. When $M = 127$ is used, the $l_\infty$ error decreases to $1.0817 \times 10^{-05}$ and the $l_2$ error goes down to $8.8610 \times 10^{-5}$. If we further double the number of modes to $M = 255$, both errors are $2.7050 \times 10^{-6}$ and $2.2830 \times 10^{-5}$ for $l_\infty$ and $l_2$ errors, respectively. When we take $M = 1023$, these two errors further decrease to $8.2001 \times 10^{-7}$ and $1.2188 \times 10^{-5}$. However, if we double the number of modes again, both errors increase due to round-off error. Therefore, in our simulations, we choose the mode large enough such that the error is minimized for each $N$. As a result, we take $M = 2^{10} - 1$ for $N = 20$; $M = 2^{11} - 1$ for $N = 40$; $M = 2^{13} - 1$ for $N = 80$ and $M = 2^{16} - 1$ for $N = 160$. For different values of $\alpha$, the errors are plotted in Figure 4. The computational time for the examples in this figure is about 0.1 seconds. The distribution of the errors is symmetric around the midpoint of the spatial domain, and the largest error is at $x = 0.5$ for all of the three cases. Similar behavior that the magnitude of the largest error increases as $\alpha$ gets larger can also be observed. We then compute the $l_2$ and $l_\infty$ errors and convergence orders in Table 7 and in this case, we obtain convergence order greater than $(4-\alpha)$. Note that in this example, we increase the number of modes as we choose larger $N$. The computational time is about 0.1 seconds when $N = 20$. It increases to 0.2 seconds when $N = 40$, and it becomes 1.4 seconds when $N = 80$. Finally, when we take $N = 160$ and $M = 2^{16} - 1$, the computational time is about 36.7 seconds. In practice, we do not have to choose the number of modes as large as in this example, in order to get very accurate results.

4. Conclusion

In this paper, a high-order finite difference method is proposed to solve the time-fractional diffusion equation with a source. Both theoretical analysis and numerical results show that the convergence order of our finite difference method is $(4-\alpha)$ when it is used to approximate the Caputo fractional derivative of order $\alpha$ with $\alpha \in (0, 1)$. When we solve the time-fractional diffusion equation with a source using Fourier-type expansion in space and various method (including the $L1$ and
Figure 4. The error of our proposed method to time-fractional diffusion equation at $T = 1$. Exact solution: $t^{4+\alpha}x(1-x)$. From left to right: $\alpha = 0.1, 0.5$ and $0.9$. 

<table>
<thead>
<tr>
<th>$N$</th>
<th>$l_\infty$ error</th>
<th>Order</th>
<th>$l_2$ error</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.8860e-05</td>
<td></td>
<td>4.2857e-04</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.1902e-06</td>
<td>3.9861</td>
<td>2.6295e-05</td>
<td>4.0267</td>
</tr>
<tr>
<td>40</td>
<td>4.7762e-08</td>
<td>4.6392</td>
<td>1.4321e-06</td>
<td>4.1986</td>
</tr>
<tr>
<td>80</td>
<td>2.6552e-09</td>
<td>4.1690</td>
<td>1.1323e-07</td>
<td>3.6608</td>
</tr>
<tr>
<td>160</td>
<td>4.1669e-11</td>
<td>5.9937</td>
<td>3.8377e-09</td>
<td>4.8829</td>
</tr>
</tbody>
</table>

Table 7. $l_\infty$ error and convergence order of numerical solution to time-fractional diffusion equation with exact solution given by (35) at $t = 1$. ($\alpha = 0.5$)

Grünwald-Letnikov method) for the time discretization, we observe that our method leads to more accurate numerical solutions.
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